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Abstract

Among different techniques for depth estimation, neu-
ral networks have proven their performance and exhibited
great flexibility in various depth estimation settings. Cur-
rently, various learning-based depth estimation methods in-
volve MiDaS, LeRes, SGR, etc. There are also boosting
methods based upon these learning-based methods as back-
bones to improve the estimation performance. However,
those approaches are subject to limitations. For instance,
the depth maps inferred by boosting methods are not ro-
bust and sensitive to noise. To further identify this issue, we
firstly aimed to explore the current boosting method based
on MiDaS and LeRes, and evaluated its performance using
NYU-v2 dataset both under noise and without noise. The
experiment results are further analyzed using quantitative
and qualitative approaches to identify the effect of noise on
boosting performance, as a supplement to the current liter-
ature.

1. Introduction/Background/Motivation
1.1. Introduction

Depth estimation plays an important role in certain fields
such as autonomous driving, environment perception, and
reconstruction. According to different aspects, depth es-
timation is further divided into many sub-fields. In terms
of cameras, there is monocular depth estimation based
on single-lens cameras and stereo depth estimation using
double-lens cameras. In terms of problem settings, there
are image depth estimation and video sequence depth es-
timation. Various methods involved in depth estimation
evolve from conventional methods to data-driven methods
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(see Section 2). For our project, we tried to investigate
and rebuild a model based on existing work [12] to boost
the performance of monocular depth estimation by utilizing
models proposed in [ 14, 21].

1.2. Background

MiDaS [14] and LeRes [21] are currently state-of-the-art
monocular depth estimation models. The boosting approach
can choose either two models as backbones to the whole
model [12].

Model  Description
MiDaS  Current model with SOTA performance by
training with multi-source dataset, back-
bone to boosting
LeRes  Another SOTA model to infer depth and re-
construct 3D scenes, backbone to boosting
Boosting A framework to boost the performance of

current depth estimation models

Table 1. Comparison of Depth Estimation Models

According to [14], MiDaS is a way to train mixed data
collected from multiple sources (see Section 1.4) to build
a robust model that is able to generalize on unseen data.
The method comes with specially designed loss functions
that make the model invariant to changes in depth range and
scale.

LeRes [21] is a method for the reconstruction of 3D
scenes from a single monocular image, where the authors
proposed a framework that firstly predicts depth value to an
unknown scale and shift, and then predicts the lost depth
shift and focal length to reconstruct a point cloud of 3D
scene shape. The 3D reconstruction part is not used for
our project, but rather the depth estimation from the LeRes



model.

The boosting method mentioned in [12] is not a di-
rect network model for depth estimation itself, but rather
a framework that uses MiDaS [14], SGR [18] or LeRes [21]
as the backbone to boost the estimation performance. Be-
sides, it involves modules for double estimation, patch esti-
mation and Pix2Pix based merging network [5].

1.3. Motivation

Despite the achievement of the boosting method, as [12]
stated, there are several limitations to this method. For in-
stance, the current boosting method generates relative depth
maps instead of absolute depth values. Besides, it is also
stated that the model is sensitive to low-magnitude noise.
Our motivation is based upon the impact of noisy images
on the current boosting model as our quantitative experi-
ment where we will calculate several indices to assess the
impact, and we will also look into the effect of input res-
olutions where we will make modifications and assess the
result qualitatively.

Besides, the boosting method is tested and validated on
Middleblurry2014 and Ibims-1 dataset. We will further ex-
plore its generalization on other datasets such as NYU-v2.

Our work concerns the depth estimation community
since this project is a supplement to the current literature
[12]. The behavior of model under noise and corruption is
discussed in details for the future reference of depth estima-
tion field.

1.4. Datasets

There are various 3D vision datasets suitable for depth
estimation tasks. They mainly consist of images with RGB
values and corresponding depth annotations. These anno-
tations are different in forms in terms of density (sparse or
dense annotations) and types (absolute or relative depth an-
notations). In some of the datasets, depth annotation is ac-
quired by sensors like Laser, ToF, or stereo cameras, others
involve computed depth from motion (SfM, Structure From
Motion) or synthesized depth data. There are also datasets
with human depth annotations.

Our project is mainly based upon MiDaS [14] as our
backbone model. According to [14], one of the major chal-
lenges of training is those ground truths have different forms
across different datasets. This is because each dataset has its
own characteristics, their corresponding data scale, image
quality, depth accuracy, and corresponding camera parame-
ters are different. Good results can be achieved on the same
kind of test set when training on a single dataset. How-
ever, the generalization ability of other datasets is limited.
Therefore, MiDaS adopts multi-dataset training to improve
the generalization ability of the model.

In the training phase, five complementary datasets are
used in MiDasS to train the model.

1. ReDWeb (RW) [17]: This dataset is a small dataset
characterized by dynamic scenarios. That was ac-
quired with a relatively large stereo baseline.

2. MegaDepth (MD) [9]: a large dataset displaying static
scenes. Wide-baseline multi-view STEREO recon-
struction was used for acquisition

3. WSVD (WS) [16]: consists of stereo videos obtained
from the network.

4. DIML indoor (DL) [6]: AN RGB-D dataset of static
indoor scenes was captured by Kinect V2.

5. 3D Movie [14]: a dynamic dataset composed of high-
quality video frames.

However, the deep learning model used is large in scale,
and datasets involved are complicated. In [14], the authors
even spent six GPU months of computation. Consider that
we as students do not have access to advanced hardware,
and the project span is relatively short. Moreover, current
models are well-trained in depth estimation tasks. As a re-
sult, we found that further training is not as useful, and de-
cided to use a pre-trained MiDaS model for further evalua-
tion. Therefore, we mainly put our effort into the evaluation
phase, where we tested the model performance with differ-
ent R, values (mentioned in Section 3) and tested under
noisy conditions.

In the evaluation phase, we decided to use NYU Depth
Dataset V2 (NYU-v2) [13] to assess the model perfor-
mance.

NYU-v2 is firstly proposed by Silberman et al. [13] to
interpret major surfaces and objects of indoor scenes. It is
widely used in the training and evaluation of depth estima-
tion and semantic segmentation models. The dataset is com-
posed of 1449 annotated RGB and depth images collected
from 464 scenes of 3 cities. The annotations of images in-
clude labeled class and instance number. The evaluation
result of NYU-v2 is further analyzed in Section 4.

2. Related Works

With the rise of deep learning, an increasing number of
data-driven methods emerge and achieve impressive results
in monocular estimation. These methods can generally be
categorized into two main classes: supervised methods and
self-supervised methods. Earlier works are mainly based on
supervised learning, where they model the dataset distribu-
tion from the given data. A typical example can be found in
[2], in which a global coarse-scale convolutional network
and a local fine-scale convolutional network are collabo-
rated to achieve a global-to-fine depth estimation from a
single image. This approach is subsequently improved for
multiple times by adopting the Conditional Random Fields
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Figure 1. Structure of Our Project

(CRF) with vanilla form [10], hierarchical variant [8] and
multi-scale variant [20]. On the other hand, some works
place their attention on using better loss functions to stim-
ulate the network performance including the reverse Hu-
ber (Berhu) loss and original regression loss. Currently,
more and more researchers realize the importance of self-
supervised and even unsupervised methods because the data
label becomes more and more expensive while the network
becomes more and more hungry owing to its increasing
depth. Garg et al. [3] utilize the auto-encoder structure for
depth map prediction from a single view image. In partic-
ular, the encoder is aimed at learning depth prediction, and
the decoder learns to recover the depth map to the raw im-
age. Zhou et al. [22] simultaneously estimate the depth and
pose from the image and construct additional loss on the es-
timated pose to improve the network accuracy. Kuznietov
et al. [7] adopt a part of ground-truth depth for supervised
learning and then train the deep network using a direct im-
age alignment loss.

3. Approach

In this project, we have re-implemented the model in
[12]. In addition, we investigate the influence of different
hyper-parameters %, on the structural consistency of the
estimated depth map. Besides, we also focus on the in-
fluence of noise even corruption of the raw image on the
estimated depth map.

In the baseline approach [12], the influence of the image
resolution to the estimated depth image has been explored.
Specifically, there exists the structural inconsistency prob-
lem. From our observation, when the input resolution is
high, the structural inconsistency cannot be well preserved.
When the image resolution is low, high-frequency details
will be lost. To solve this problem, we decide to try dif-
ferent resolutions and different adjustable hyper-parameters
in [12] to alleviate the inconsistency in structure and loss
in details. Although, in [12], it has already been found the
resolution parameter R, is influential, where = denotes the

percentage of pixels not receiving contextual cues. It has
not fully exploited how the R, affects the estimated depth
map and just set it as the default value. Thus, in our ap-
proach, we are going to explore different R ..

It is anticipated that probably there are other hyper-
parameters are also influential, or R, should be co-adjusted
with other hyper-parameters, or the network should be re-
trained again. In addition, since our approach is mainly
based upon [12] to further improve the performance of Mi-
DaS [14] and LeRes [21]. Thus, we can start by introducing
the MiDaS network.

3.1. MiDaS

The network structure of MiDaS can be denoted as Fig-
ure 2, where the input RGB image is processed with 3 stages
to obtain the estimated depth map.
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Figure 2. Structure of MiDaS

Stage 1. In stage 1, the encoder is simple, where
the ResNet-101 [4] is directly employed as the backbone.
Specifically, the pre-trained weight and several layers are
used for feature representation, which is denoted as stage 1
as the Fig. 2 shows.

Stage 2. After stage 1, there are four feature maps with
different sizes, and they are processed with four different
convolutional layers respectively to unify the number of
channels in each feature map. As shown in Fig. 2, despite
the same number of channels, the size is still various, and
this multi-scale feature representation is expected to help
the model to learn features in various scale regions for bet-
ter prediction.

Stage 3. As shown in Fig. 2, in MiDaS network, it de-
codes the feature maps in a special way. In particular, the



decoding starts at the smallest feature map, and then this
feature map is doubled in shape in order to match the fea-
ture map of its upper layer in stage 2. Here, a residual-like
connection is added to connect features in different feature
maps. The whole process is described as the Feature Fusion
Layer. In stage 3, there are 4 such layers to fuse feature
maps in different sizes, and the feature map is gradually en-
larged at the same time. Finally, the predicted depth map
can be obtained when the size reaches the specified one.

Feature fusion layer fuses the outputs from convolution
layers and produces resulting depth maps.

Loss Function. The choice of loss function is vital for
this structure. Because MiDaS uses a variety of datasets,
the problem to be dealt with in training is the diversity of
label formats.

According to [14], there are three difficulties : 1) Dif-
ferent datasets represent different depths in different ways.
2) Scale ambiguity: for some data sources, depth is only
given up to an unknown scale. 3) Shift for ambiguity: some
datasets provide disparity only up to an unknown scale.

Therefore, if all datasets are trained, the loss function
should be scale-and shift-invariant. The ideas provided in
MiDaS are as follows:

Firstly, the paper adopts the following more flexible ex-
pression of the loss function

M
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where d and d* are the scaled and shifted versions of the
predictions and ground truth [14]. p represents the type
of loss function, where we can select mean-squared error
(MSE) in this case. As can be seen, L, considers multiple
scaled and shifted versions of predictions and ground truth,
as it compensates for the incompatibility between different
datasets.

Moreover, regularization is proposed as a matching term
in the disparity space [9].
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where R; = d; — d¥, and Ry, is the difference of disparity
maps at scale k.

When combined together, the final loss function can be
written as:

1 JN JN
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where [V; is the training set size, and « is selected as 0.5.

We can also use LeRes [2 1] as a backbone to this project.
Refer to Appendix B for further details due to the limitation
of pages.

3.2. Double Estimation

The dilemma of low-frequency structural consistency
and high-frequency details of estimates shows a result of
contradiction. Double estimation is first introduced in [12]
to turn this contradiction into supplementary components
by taking full advantage of this duality.

To reasonably find out images with two appropriate res-
olutions for double estimation, [12] discussed the concept
of conceptual cues, which can be described as the most
relevant pixels for monocular depth estimation in an im-
age. Following their discussions, we find that the edges of
images are related to contextual cues. Therefore, we can
threshold the RGB gradients to get an approximate edge
map for further inference.

Once we get the edge map, we are able to define the max-
imum resolution R by ensuring that every pixel is within
half of the receptive size of the contextual cues. Estima-
tions with resolutions higher than that maximum resolution
will lose structural consistency but will have more high-
frequency details.

Empirically, we can choose a resolution of image that
loses 20 percent of contextual information by the above def-
inition as our high-resolution input. Percentages higher than
20 are seen as harmful to the merging of double estimation.
Then we choose an image resolution that is identical to the
receptive field size by which the model can better process
the global structure of the image as our low-resolution input.
These two inputs are merged using Pix2Pix-based merge net
which is discussed in Section 3.4.

3.3. Patch Estimation

Following double estimation, patch estimation is another
approach defined in [12] to further boost the estimation per-
formance. Usually, the densities of the contextual cues are
different across the whole image, and lower contextual cue
density dominates the maximum resolution using double es-
timation. Therefore, for regions with high contextual cue
density, we need to use patch estimation to refine the de-
tails.

During this process, we go through phases of base esti-
mation, patch selection, patch estimation, and base adjust-
ment. The base estimation is the result of double estimation.
In the following phases, the base estimation is modified and
merged to generate a final depth map. The patch selection
is to select patches with higher contextual cue density from
image patches with sizes equal to the receptive field and a
1/3 overlap [12]. The patch estimation is to perform double
estimation on selected patches. The estimation results are
merged into the based estimation in the base adjustment.



3.4. Merge Net

In the workflow presented in Figure 1, we have to merge
two depth estimations. The first one is a lower resolution
depth map from a lower resolution image through a depth
prediction model. The second one is either a higher resolu-
tion image (as described in Section 3.2) or patches (as de-
scribed in Section 3.3). Through a merge network modified
from Pix2Pix model [5] for learning a mapping from input
images to output images given paired data. The standard
Pix2Pix [5] is modified with a 10-layer U-net [15] to raise
the inference resolution to 1024 by 1024. For this project,
we used a pre-trained network of the above structure to add
details from the high-resolution input to the low-resolution
input to generate depth maps of high-frequency details with
consistent low-frequency structures.

4. Experiments and Results

In this section, we mainly investigate the influence of
image corruption to the monocular depth estimation as a
supplementary work to [12]. Therefore, we measure our
success from two aspects. The first one is that all of the
codes can be successfully re-implemented, and another one
is that we can verify the negative influence of noise on the
model performance via both quantitative and qualitative ex-
periments.

4.1. Implementation Details

We implement our project with Pytorch framework, and
the main learnable component is the Merge Net to adap-
tively merge two depth estimations between different reso-
lution estimations. Since we aim at investigating the net-
work performance on different hyper-parameters, resolu-
tions, noise and corruption on the NYU-v2 dataset, so we
do not train the network or fine-tune the network on the
NYU-v2 dataset. We adopt the pre-trained model in [12],
where the network is trained with the Adam optimizer at
initial learning as 1 x 10~° with 100 epochs.

4.2. Quantitative Experiments

In quantitative comparison, we adopt three popular met-
rics to measure the quantitative performance. The first met-
ric we employ is the absolute relative difference (AbsRel)
that can be computed by:

1 |d27d*|
AbsRel = — >~ ———* 4
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where d;, d} and N represent the ground-truth depth map,
estimated depth map and the number of pixels in the depth
map. The second metric we adopt is the root mean square
error (RMSE), and it is calculated as:

1
RMSE = ,/NZ(di —dr)2. (5)

These two metrics directly measure the average L1 and L2
distance between the ground-truth and the estimated depth
map. The lower indicates the estimated one is closer to the
ground-truth one. In addition, we also use the J; o5 that is
defined as:

per. max{ﬁ, d—’} < 1.25, (6)

d;’ d;

which measures the percentage of pixels ratio between d;
and d} over the threshold, 1.25. Hence, the larger d; 25
shows more pixels in the estimated one are closer to the
ground-truth one.

Salt

Raw

Gaussian Speckle

Figure 3. Visual comparison of estimated depth map under differ-
ent types of noises.

D2 Corrupted

Figure 5. The estimated depth maps with/out missing areas.

In our experiments, we adopt the Gaussian noise instead
of the Gaussian blurriness used in [12] to further investigate
the influence of image corruption on the depth estimation.
Since the authors in [12] only consider the corruption as
blurriness, which motivates us to try other types of corrup-
tion like the Gaussian noise as the Fig. 3 shows. Random
noisy pixels are put on the raw image to simulate the cor-
rupted image. The experimental results are reported in the



Models AbsRel | RMSE | d195

Boosting MiDaS 1.1800 0.3117  0.8816

Boosting MiDaS with noise (var.=1e-3) 1.3551 0.3321  0.8909
Boosting LeRes 0.9237 0.2699 0.8143

Boosting LeRes with noise (var.=1e-3) 1.1645 0.3164  0.8421

Table 2. Quantitative comparison between the model with/out the Gaussian noise. | indicates lower is better. Var. denotes the variance of

the Gaussian noise.

Table 2, where with the Gaussian noise, the performance
on two different models drops obviously on all three met-
rics. This verifies the monocular depth estimation is largely
restricted by noise and corruption. Next, we further verify
this hypothesis through visual comparison.

4.3. Qualitative Experiments

In this part, we mainly compare the estimated depth
maps with various random noises, R, and even corruption.
The first experiment is established on three different types
of noise with a variance of 0.01. The qualitative results are
presented in the Fig. 3, from which we could observe the
Gaussian noise impacts the depth estimation the most, fol-
lowed by the speckle noise and salt noise separately. We at-
tribute this result to Gaussian noise replacing the raw pixels
with random pixels and damaging the semantics of the raw
image largely rather than just putting pure black or white
noisy points.

Furthermore, we even simulate a special situation, where
free-form masks [1] are generated and masked on the raw
image as shown in the Fig. 5. We denoted the masked im-
ages as corrupted images, and the corruption is considered
as coming from the occlusion in the real-world. From the
Fig. 5, we can observe the estimated depth on the occlusion
is totally wrong, which means the model fails to estimate
the depth of occlusion and even cannot recognize the occlu-
sion. In [12], it has been mentioned one of the limitations
of monocular depth estimation is the model can only pro-
duce the relative depth instead of the absolute depth. Thus,
even though the area is missing, the model still considers
the depth to be the same as its neighbors and therefore pro-
duces misleading results. This motivates us to make some
improvements on the future works.

The final experiment is made on the variable R,. The
experimental results are reported in Fig. 4, where it is ob-
vious that when x increases the details fail to be preserved.
That is because the percentage of available contextual in-
formation becomes less, and the high-frequency details are
lost as a consequence. But, the benefit is the running time
becomes less as well. From the observation and considering
the results in [1 2], we consider R, = 20 can achieve a good
trade-off between the running time and the performance.

5. Conclusion

In this report, we re-implement the work in [12] and fur-
ther explore the influence of different resolution images to
the depth estimation. Besides, we also focus on the monoc-
ular estimation on corrupted images. We adopt three dif-
ferent types of noises for testing the model and find the
monocular depth estimation is largely affected by the Gaus-
sian noise owing to its damage to image semantics. Fur-
thermore, we use random shape masks to simulate the real-
world occlusion, and we find the monocular depth model
even produces misleading predictions, which is attributed to
its heavy reliance on relative cues. Based on our observa-
tion, we are going to develop a monocular depth estimation
model with strong robustness to noise, corruption, and real-
world occlusion, which is assumed as beneficial for the fu-
ture 3D vision application by providing more reliable depth
information even under extreme environments.

6. Work Division

Four people in our team contributed to this project. We
sincerely thank the people of our team for their work in this
project, from project proposal and data collection, to mod-
eling, evaluation and paper writing. During this whole pro-
cess, we have had fruitful discussions and come up with
many inspirational ideas.

Among our teammates, Lixin Xu chose this topic of
depth estimation and contribute constantly to this project,
from problem formulation, data collection (NYU-v2),
model selection (Boosting MiDaS and LeRes, Pix2Pix
merge net), to implementation, parameter-tuning and coor-
dination. Jiacheng Hou provided us with testing ideas of
applying corruption and noise to dataset, implemented our
testing code and tested our model with NYU-v2 dataset,
and analyzed the effect of noise. Julong Li did a thor-
ough research in MiDaS$, and analyzed the model structure,
selection of loss function and effects of hyper-parameters.
Zheyang Liu studied the structure of LeRes, and analyzed
the model structure, selection of loss function and effects of
hyper-parameters.

We specially thank Professor Zsolt Kira and TAs for their
assistance and suggestions during this course.



Student Name

Contributed Aspects

Details

Lixin Xu

Jiacheng Hou

Data Collection, Implementation and Analysis

Implementation, Evaluation and Experiments

Julong Li

Zheyang Liu

Implementation and Analysis

Implementation and Analysis

Collected the dataset and pre-trained model for this
project, explored and tried different parameters in dou-
ble estimation and patch selection, and coordinated team-
work.

Implemented testing codes, evaluated the model with
dataset via experiments and analyzed the behavior of
model under noise.

Refined model structure and analyzed structure, hyperpa-
rameters and loss function of MiDaS model.

Refined model structure and analyzed hyperparameters
and loss function of LeRes model.

Table 3. Contributions of team members.
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A. Project Code Repository

We used the original code implementation of Boosting
method [12] as a starting point, and made some modifica-
tions to the resolution selection part and refined the code
structure. We combined code implementations of MiDaS
[14] as the backbone and Pix2Pix [5] as the merge network
togerther with the boosting implementation. In addition,
we implemented a script to apply noise and corruptions to
NYU-v2 dataset, and evaluated the model performance on
that dataset.

The link to Boosting Monocular Depth Estima-
tion is at https://github.com/compphoto/
BoostingMonocularDepth

The link to MiDaS is at https://github.com/
isl-org/MiDa$S

The link to Pix2Pix is at https://github.com/
phillipi/pix2pix

The repository for our final project is at https://
github.com/DavidLXu/CS7643_Project

B. LeRes Model Applied to Boosting

Encoder. In order to restore the shape of areal 3D scene,
LeRes uses a 3D point cloud encoder to predict the missing
depth transfer and focal length. The point cloud reconstruc-
tion module uses the point cloud encoder network to pre-
dict the adjustment factors of shift and focal length through
the initial value in point cloud reconstruction. These point
cloud encoders can be well extended to invisible datasets.

Decoder. The depth prediction architecture [18] used
by DPM (depth prediction module) first includes a standard
backbone feature extraction (for example, resnet50 [4] or
resnext101 [19]), followed by a decoder. The decoder out-
puts the depth map. In addition, a lightweight auxiliary path
[11]1s added to the decoder to output the reverse depth. Dif-
ferent losses are enforced on these two branches.

Loss Function. LeRes [21] proposed two new loss func-
tions: image level normalized regression loss (ILNR) and a
normal geometric loss (PWN) to enhance the robustness of
the depth prediction model trained on the mixed dataset.

Image level normalized regression (ILNR) loss is mainly
used to solve the problem that datasets have different depth
ranges and web stereo datasets contain unknown depth
scales and displacements. The ILNR loss function is as fol-
lows:
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In this equation, d is the predicted depth, and d* is the
ground truth depth map [21]. d; = (df — pitrim)/Ttrim,
where (i and oy, are the average value and standard

deviation of the depth map.
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Paired normal regression (PWN) loss is used to improve
the geometry of the predicted depth map, this loss takes
into account both local and global geometry. The PWN loss
function is as follows:

N
1 * *
Lpwn = NZ Ina, -np, —nj, -ng| (3

where n* denotes ground truth surface normals.
Finally, LeRes also use a multi-scale gradient loss [9]:

K N
]. —% —k
Lusc = w5 2 Y |Vidi = Vid; |+ |Vydi = Vyd; | (9)

Hence, the final loss function of LeRes is:
L= Lpwn+ AaLronr +AgLysa (10

Empirically, A\, and A\, can be selected as 1 and 0.5 re-
spectively.



